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Part 1 (FORTH)

1.1. Introduction

This deliverable presents the results of the supervised and unsupervised learning analysis
pipelines implemented for modelling resilience as outcome and resilience as process over the
first 18 months post-diagnosis.

With respect to Resilience as Outcome, we developed and tested generalizable models for
optimal prediction of 12- and 18-month patient outcomes (in terms of symptoms of mental
health and overall quality of life (QoL)) by aggregating all available patient information from
the early phase of illness (i.e., MO and M3 measurement waves). The flexible and
comprehensive BOUNCE Machine Learning (ML) framework was applied to predict patients'
resilience based on the available set of variables. Potential predictors included: (i) patient-
reported outcomes (i.e., mental health, distress level, health- and global Quality of Life (QolL),
and functionality), (ii) sociodemographic variables (i.e., education level and employment
status) and perceived social or health-related support, (iii) potentially stressful events taking
place during the follow up period (including perceived side-effects), (iv) psychological
characteristics and coping reactions (i.e. perceptions of illness, optimism, emotional self-
regulation strategies. etc.), (v) lifestyle factors (i.e., diet and exercise), (vi) clinical variables
(cancer stage, molecular tumor type, type and timing of medical treatments), and (vii)
biological indicators of systemic processes (e.g., anemia, creatinine and bilirubin, blood cell
counts etc.). Self-reported symptoms of anxiety and depression as well as subjective ratings of
Qol registered near the time of BC diagnosis were included as predictors in order to optimize
model performance.

Supervised modelling work described in the first version of D4.3 (D4.3.a) focussed on resilience
as outcome as indicated by endpoint indices of overall mental health and global QolL.
Specifically, we had implemented models predicting M12 HADS total scores and EORTC global
Qol rating regardless of the corresponding patient scores at the time of diagnosis. Here, we
expand these analyses in three ways (this work is presented in Section 1.2 of the present
document).

Firstly, by addressing an additional, clinically challenging question, namely identifying patients
who display stable-good mental health (or QolL) between M0 and M12/M18 and patients who
display good mental health (or QolL) at MO and clinically significant deterioration in mental
health (or Qol, respectively) at M12/M18. In this manner, patient progress on two well-
established, yet complementary, well-being indicators is considered as representing two
characteristic resilience trajectories.

Secondly, by implementing models predicting overall mental health and global QoL status at
M18 given that this endpoint information was not available when preparing D4.3a.

Thirdly, by implementing additional models utilizing identical endpoints (i.e., M12 or M18,
overall mental health or global Qol status (or decline as compared to the time of diagnosis,



respectively), which take into account lifestyle and psychological characteristics as experienced
by the patient while cancer treatments are underway (i.e., at M6 of the longitudinal study).

Within the framework of assessing resilience as outcome we pursued a second aim, namely to
identify key modifiable factors that determine patients’ well-being outcomes. Along these lines
we implemented additional supervised ML models which considered all available patient
information listed in the previous paragraph except mental health and QoL ratings obtained
during the first three months post-diagnosis. As a result, we could improve model sensitivity by
selecting clinically important patient traits like optimism, coping strategies, self-regulation
strategies, and relevant clinical characteristics. To further this aim, we conducted Local
Interpretation analysis for randomly selected patients included in each outcome label (i.e.
stable good vs deteriorated mental health at M12) to explore the patient characteristics that
may be related to model successes (correctly classified patients to each class) to refine clinical
recommendations toward improving patients’ psychological status. These results are
presented in Section 1.3 of the present document.

In order to address Resilience as Process, we developed and tested unsupervised clustering
schemes to identify subgroups of patients who display distinct profiles of change in mental
health symptoms (or global Qol) over the first 18 months post diagnosis. Subsequently we
employed feature selection in the context of supervised classification models in order to
identify the most important variables, collected during the first 3 months post-diagnosis, that
uniquely contribute to each distinct trajectory profile. Section 1.4 presents these results.



1.2. Resilience as Outcome: Supervised Models predicting deterioration of
Mental Health and QoL at M12 and M18

In this section we apply supervised ML models to address a specific and particularly challenging
clinical problem, namely the prediction of psychological resilience among patients who did not
report significant mental health-related symptoms at the time of diagnosis and are thus less
likely to be systematically monitored for signs of mental health deterioration during the course
of cancer treatment and thereafter. To address this goal all available variables collected at MO
and M3—including global QoL, anxiety and depression symptoms at the time of diagnosis and
shortly after (M3)—were included in the models as potentials predictors. Supplementary
models with identical predicted endpoints, utilizing available data from M6 alone, or MO and
M6, combined, were also implemented. These models addressed two possible clinical
scenarios, namely (i) that a patient’s psychological and lifestyle characteristics are not recorded
at the time of diagnosis but while cancer treatments are well underway, and (ii) that the full set
of baseline and 6-month follow up data are available but the patient did not provide
psychological measurements on month 3.

1.2.1 Dataset description
1.2.1.1. Participants included in the analyses

Of the total cohort of 706 women enrolled at MO 539 (76.3%) and 495 (70.1%) were followed
up to twelve (M12) or 18 months (M18).

M12 prediction models-Mental Health. A total of 376 women met the criteria for inclusion into
one of the two groups of interest (Stable-Good and Deteriorated Mental Health between MO
and M12): 326 maintained low HADS scores throughout the first year after diagnosis (Stable-
Good Mental Health group), while the remaining 50 patients had clinically significant
symptomatology at M12 (Deteriorated Mental Health group). Cases who missed two or more
measurement waves and patients who displayed substantial fluctuation across the five
available measurement waves (e.g., low-high-low-low-high scores or low-low-high-low-high)
were not included in any group (n=46; unclassified cases). Among the remaining patients, 60
reported reduced symptoms between MO and M12, 55 women displayed significant symptoms
at both M0 and M12.

M12 prediction models-QoL. A total of 270 women met the criteria for inclusion into one of the
two groups of interest (Stable-Good and Deteriorated QoL between MO and M12): 216
maintained high EORTC scores throughout the first year after diagnosis (Stable-Good QoL
group), while the remaining 54 patients reported poor QoL at M12 (Deteriorated QoL group).
Among the remaining patients, 84 reported improved QoL between M0 and M18, 44 patients
reported stable poor QoL, and 51 were unclassified.

M18 prediction models-Mental Health. A total of 311 women met the criteria for inclusion into
one of the two groups of interest (Stable-Good and Deteriorated Mental Health between MO
and M18): 268 maintained low HADS scores throughout the first 18 months after diagnosis
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(Stable-Good Mental Health group), while the remaining 43 patients had clinically significant
symptomatology at M18 (Deteriorated Mental Health group). Among the remaining patients,
62 reported reduced symptoms between MO and M18, 56 women displayed significant
symptoms at both MO and M18, and 14 were unclassified.

M18 prediction models-Qol. A total of 241 women met the criteria for inclusion into one of the
two groups of interest (Stable-Good and Deteriorated QoL between MO and M18): 182
maintained high EORTC scores throughout the first 18 months diagnosis (Stable-Good Qol
group), while the remaining 59 patients rated their QoL as significantly poorer at M18
(Deteriorated QoL group). Among the remaining patients, 84 reported improved QoL between
MO and M18, 29 women displayed stable poor QoL at both MO and M18, and 24 were
unclassified.

1.2.1.2. Grouping variables

Mental Health prediction models. Self-reported mental health status at either 12 or 18 months
post-diagnosis, indexed by the total score on the 14-item Hospital Anxiety and Depression
Scale (HADS), served as the outcome variable in these models. Higher scores indicate more
frequent psychological symptoms. The clinically validated cut-off score of 16/42 points in a
wide range of languages was used to identify patients who reported potentially clinically
significant symptoms at MO and at M12%2, For each model, patients were assigned to two
classes: (a) those who reported non-clinically significant symptoms of anxiety and depression at
MO (i.e., immediately following BC diagnosis) and clinically significant symptomatology at M12
or M18 according to validated cut-offs on HADS total score (Deteriorated Mental Health
group), and (b) those who reported mild symptomatology throughout the first 12 or 18 months
post diagnosis (Stable-Good Mental Health group).

QoL prediction models. Self-rated, overall quality of life at either 12 or 18 months post-
diagnosis, was assessed using the two questions from The Global Health Status scale from the
European Organization for Research and Treatment of Cancer (EORTC) QLQ-C303
guestionnaire. Higher scores indicate better overall QoL. In the absence of a clinically validated
cut-off score we used the 25" percentile of the total sample distribution of scores at MO to
identify patients who rated their QoL as relatively poor (corresponding to a score of 75 points).
For each model, patients were assigned to two classes: (a) those who reported EORTC>75
points at MO and poor Qol at M12 or M18 (as indicated by scores <75 points) (Deteriorated
QoL group), and (b) those who reported relatively good QoL (>75 points) throughout the first
12 or 18 months post diagnosis (Stable-Good QoL group).

1Wu'Y, Levis B, Sun Y, He C, Krishnan A, Neupane D, Bhandari PM, Negeri Z, Benedetti A, Thombs BD; DEPRESsion Screening
Data (DEPRESSD) HADS Group. Accuracy of the Hospital Anxiety and Depression Scale Depression subscale (HADS-D) to screen
for major depression: systematic review and individual participant data meta-analysis. BMJ. 2021 May 10;373:n972. doi:
10.1136/bmj.n972.

2 Vodermaier A, Millman RD. Accuracy of the Hospital Anxiety and Depression Scale as a screening tool in cancer patients: a
systematic review and meta-analysis. Support Care Cancer. 2011 Dec;19(12):1899-908. doi:10.1007/s00520-011-1251-4.

3 Aaronson, N.K., Ahmedzai, S., Bergman, B., Bullinger, M., Cull, A., Duez, N.J., Filiberti, A., ... & Takeda, F. (1993). The European
Organization for Research and Treatment of Cancer QLQ-C30: a quality-of-life instrument for use in international clinical trials
in oncology. Journal of the National Cancer Institute, 85, 365—376. https://doi.org/10.1093/inci/85.5.365
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1.2.1.3. Predictor variables considered in the models

Sociodemographic. The following variables were registered at baseline: Age (in years),
education level (categorized as low [0-9 years], and high [>9 years]), relational status (alone, or
with partner), children (yes, no), employment status (currently employed or not), type of
employment (full-time, retired, or self-employed vs. unemployed, housewife, or part-time
employment), monthly income (very low vs average/high; adjusted for the Gross Domestic
Product of home country of each participant). Two additional variables were aggregated over
the first 3 months post diagnosis: sick leave taken (in days), and significant life stressors (other
than BC) during the first three months post diagnosis (categorized as none/single event vs two
or more events).

Life-style. The following variables were registered at baseline: Current smoker, alcohol
consumption (no drinking or occasional consumption, defined as: <2 servings of beer and/or <1
servings of spirits per week, moderate, defined as: 3-6 servings of beer and/or <4 servings of
spirits per week, heavy, defined as: >6 servings of beer and/or >4 servings of spirits per week),
self-defined diet (Mediterranean, special diet [e.g., vegan, lactose-free), undefined), physical
exercise (defined as: no/occasional [<60 min/week], moderate [60-180 min/week], heavy
[>180 min/week]).

Medical. Health-related variables collected at baseline: Eastern Cooperative Oncology Group
(ECOG) performance status, obesity, family history of BC, pre-existing chronic physical illness
(other than metabolic), psychotropic medications (including sleep medications), pre-existing
metabolic disease, pre-existing anxiety or dysthymia, anemia, menopausal status
(premenopausal, perimenopausal, postmenopausal), serum levels of alanine aminotransferase,
creatinine, and bilirubin, blood cell count (thrombocyte count, neutrophil/leukocyte ratio
[NLR]).

Breast cancer-related: cancer stage (I vs Il or Ill), tumor molecular profile (Luminal A, Luminal
B, Triple Negative, HER2 Enriched) progesterone receptor positivity, estrogen receptor
positivity, HER2 positivity, Ki67 levels (225); treatment-related: surgery at MO, surgery at M3,
onset of chemotherapy at MO, onset of chemotherapy at M3, onset of radiotherapy at MO,
onset of radiotherapy at M3, type of breast surgery (lumpectomy vs mastectomy), type of
chemotherapy (adjuvant or neoadjuvant), type of endocrine therapy (letrozole, exemestane,
anastrozole, ovarian suppression, tamoxifen), anti-HER2 therapy, systematic mental health
support through M3.

Finally, patient psychosocial characteristics were assessed using standardized questionnaires
that had been appropriately adapted and translated into the different languages of the four
clinical sites of the BOUNCE prospective study. The following domains were assessed: (i)
several personality characteristics, (ii) coping and the ability to cope, (iii) perceived social
support, (iv) resilience as trait, (v) illness perception and related behaviors, (vi) global QolL,
anxiety and depression symptoms and, (vii) patient affect at the time of measurement.
Measures included the following:
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Positive and Negative affect. The Positive and Negative Affectivity Schedule (PANAS) [1] was
used to evaluate positive (10 adjectives; Cronbach’s a = 0.84) and negative affect (10
adjectives; Cronbach’s @ = 0.75). A 5-point Likert type scale was adopted to assess affect over
the past week. Higher scores represent higher levels of positive and negative affect,
respectively.

Fear of Cancer Recurrence Inventory. The 9-item Fear of Cancer Recurrence Inventory (FCRI)
guestionnaire was used to measure the fear of a recurrence event [2]. Each item of the
guestionnaire is rated on a Likert type scale ranging from 0 (“not at all” or “never”) to 4 (“a
great deal” or “all the time”). The total score can be obtained by summing the responses to all
items. Higher scores indicate higher levels of FCR.

Quality of Life. To evaluate patients’ global health status, the BR-23 module of the European
Organization for Research and Treatment of Cancer (EORTC) QLQ questionnaire was used [3].
This module comprises of 23 questions related to the (i) disease symptoms, (ii) side effects of
treatment (surgery, chemotherapy, radiotherapy and hormonal treatment), (iii) body image,
(iv) sexual functioning and (v) future perspective. It should be noted that a linear
transformation was applied to the raw scores to reach a range from 0 to 100.

lliness perception and coping responses. The brief version of the Cancer Behavior Inventory
(CBI-B) measure [4] was used to assess a general sense of perceived self-efficacy to cope with
the illness-related difficulties and needs. A single score measure of coping self-efficacy was
yielded (Cronbach’s a = 0.89) with higher scores indicating higher confidence in coping with
illness. The Mental Adjustment to Cancer scale (MAC) [5] was used to estimate patients' coping
responses to cancer. The scale includes five reliable dimensions: (i) fighting spirit, (ii)
helplessness, (iii) anxious preoccupation, and (iv) avoidance. A 4-point Likert type scale indicate
the coping responses of BC patients. Also, the Perceived Ability to Cope with Trauma (PACT)
guestionnaire was used to estimate the flexibility in coping across different potentially
traumatic events [6]. Two scales are measured related to: (i) the focus on processing the
trauma (trauma focus), and (ii) the focus on moving beyond the trauma (forward focus). An
overall PACT flexibility score was created to evaluate both types of coping. Finally, to assess
any potential positive responses to the entire stressful experience, we used the total score on
the 14-Post-Traumatic Growth Inventory (PTGI short form) questionnaire (with higher scores
indicating better posttraumatic growth) [7].

Social support and family resilience. The modified Medical Outcomes Study Social Support
Survey (mMOS-SS) was used to assess social support, which has been shown to provide many
benefits related to overall health and well-being [8]. It consists of 8 items and the total score
was calculated by summing all response values (Cronbach’s a = 0.92). Higher total and
subscale mMOS-SS scores reflect stronger social support. For the assessment of family
resilience the Walsh Family Resilience Questionnaire [9] was used. For the purposes of the
BOUNCE study, two subscales were used: (i) communication and cohesion and (ii) perceived
family coping. A higher total score indicates higher levels of family resilience.

Resilience as a personality characteristic (trait). The Connor-Davidson Resilience Scale was
used to assess resilience as a trait (CD-RISC) [10]. The scale includes 10 items for quantifying
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the level of self-perceived resilience (e.g. ability to adapt to change; achieving my goals). Each
item is rated on a 5-point Likert type scale from 0 (“not true at all”) to 4 (“true nearly all the
time”) with higher total scores reflecting higher resilience levels (Cronbach’s a = 0.89).

Emotion regulation and relevant strategies. The Cognitive Emotion Regulation Questionnaire
(CERQ — short) was used to identify the cognitive emotion regulation strategies (or cognitive
coping strategies) that BC patients followed when experiencing negative events or situations
[11]. A 5-item Likert type scale was used for each item ranging from 1 (“(almost) never”) to 5
(“(almost) always”). In addition, the Mindful Attention Awareness Scale (MAAS) [12] was used
to assess the patients’ characteristic of mindfulness. A total score is considered by summing all
patients’ responses with higher scores reflecting higher levels of dispositional mindfulness.

Other personality characteristics. Sense of coherence was assessed based on the Sense of
Coherence (SOC)-13 questionnaire (Cronbach’s o = 0.81, for the total score).
Comprehensibility (5 items), manageability (4 items), and meaningfulness (4 items) were
measured on a 7-point (Likert-type) response scale (from 1 (lower) to 7 (higher)) with higher
total scores indicating higher level of sense of coherence. Generalized optimism was assessed
with the Life Orientation Test (LOT)—Revised (Cronbach’s o« = 0.71) [13].

1.2.2. Model Design

1.2.2.1. Supervised learning analysis pipeline

Figure F1 illustrates the pipeline adopted for the supervised learning analysis towards the
design and development of robust and generalizable predictive models to minimize training
errors while considering the bias-variance tradeoff. These steps are described in more detail
below.

Data pre-processing and handling of missing data

Initially, raw data were rescaled to zero mean and unit variance and ordinal variables were
recoded into dummy binary variables. Cases and variables with more than 10% of missingness
were excluded from the final dataset. Remaining missing values were replaced by the global
median value.

Feature Selection

Feature selection was conducted using a meta-transformer built on a Random Forest (RF)
algorithm* which assighs weights to the features and ranks them according to their relative
importance. The maximum number of features to be selected by the estimator was set to the
default value (i.e. the square root of the total number of features) in order to identify all
important variables that contribute to the risk prediction of mental health and QoL

4 Zhou, Qifeng, Hao Zhou, and Tao Li. "Cost-sensitive feature selection using random forest: Selecting low-cost subsets of
informative features." Knowledge-based systems 95 (2016): 1-11.
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deterioration. The feature selection scheme was incorporated into the ML-based pipeline
alongside the classification algorithm to select only the relevant features for training and
testing the final model.

For comparison reasons, we also set the parameter of maximum features to be selected by the
estimator equal to 15 and 20, respectively, to keep the most significant and highly ranked
variables for building the classification models. The obtained results were comparable with the
training and testing results based on the initial default settings, suggesting a robust and
generalizable ML-based prediction models for the identification of clinically important risk
factors.

Model training and validation

Cross-validation: evaluating model performance. To address the rather common problem of
model overfitting in machine learning applications in clinical research we adopted a cross-
validation scheme with holdout data for the final model evaluation. Model overfitting occurs
because a model that has less training error (i.e. misclassifications on training data) can have
poor generalization (expected classification errors on new unseen data) than a model with
higher training error. As a result, we took extra steps to avoid partially overlapping subsets of
cases by splitting our dataset into training and testing subsets with a validation set. Hence,
model testing was always performed on unseen cases which were not considered during the
training phase and, consequently, did not influence the feature selection process. This
procedure helps to minimize misclassifications on the training phase while also ensuring
lessening of generalization errors.

Classification with Balanced Random Forest algorithm.

Univariate data imputation, feature selection and class imbalance handling were considered as
a chain of transforms and estimators to build the composite estimator for models’ training (i.e.,
the Balanced Random Forest algorithm). Cross-validated grid-search procedure with test set
evaluation enhanced the generalizability of our models by finding the best parameters in the
defined hyper-parameter space to achieve the best cross validation score (in terms of several
evaluation metrics). The initial pool of data was randomly split into a training set (80% of the
whole dataset) and a holdout set (20%) for models’ training and testing. A 5-fold cross
validation was selected for the model selection during the grid search procedure. The number
of trials for the inner loop during the model training was set to 50 for consistency purposes.
Python programming language was used along with the scikit-learn ML library>, for the design
and development of the BOUNCE flexible and comprehensive ML-based pipeline.

Class imbalance handling was addressed by random under-sampling to balance the subsets
combined inside an ensemble. The Balanced Random Forest classifier®’combines the down

5 Pedregosa, Fabian, Gaél Varoquaux, Alexandre Gramfort, Vincent Michel, Bertrand Thirion, Olivier Grisel, Mathieu Blondel et
al. "Scikit-learn: Machine learning in Python." the Journal of machine Learning research 12 (2011): 2825-2830.

6 G. Lemaitre, F. Nogueira, and C. K. Aridas, "Imbalanced-learn: A python toolbox to tackle the curse of imbalanced datasets in
machine learning," The Journal of Machine Learning Research, vol. 18, pp. 559-563, 2017.

7X.-Y. Liu, J. Wu, and Z.-H. Zhou, "Exploratory undersampling for class-imbalance learning," IEEE Transactions on Systems, Man,
and Cybernetics, Part B (Cybernetics), vol. 39, pp. 539-550, 2008.
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sampling majority class technique and the ensemble learning approach, artificially adjusting
the class distribution so that classes are represented equally in each tree in the forest. In this
manner, each bootstrap sample contains balanced down-sampled data. Applying random-
under sampling to balance the different bootstraps in an RF classifier could have classification
performance superior to most of the existing conventional ML-based estimators while
alleviating the problem of learning from imbalanced datasets.

The following metrics were calculated to assess the performance of the classification models:
specificity (true negative rate), sensitivity (true positive rate), accuracy, precision, and F-
measure. The Receiver Operating Characteristic (ROC) curve was also computed to represent
the trade-off between the false negative and false positive rates for every possible cut off. The
Area Under the ROC curve (AUC) was used as a scoring metric during the search over the
specified parameters to assess subsequently the performance of the cross-validated model on
the test set.
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Figure F1. The data division scheme of the proposed supervised learning pipeline for training, testing and
validation sets. Cross validation grid search with test set were utilized for more accurate and generalizable
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1.2.3. Results

1.2.3.1. Cross-validation classification performance predicting mental health and QoL deterioration at
M12 based on M0 and M3 data

1.2.3.1.1. Prediction of Mental health deterioration

As shown in Table FI, Model 2 correctly predicted one-year mental health deterioration for
84% of patients. Moreover, the model identified the patients who had stable good mental
health status at M12 with approximately 85% certainty. The shape of the Receiver Operating
Characteristic Curve shown in Figure F2 (AUC=0.876) illustrates a fair balance between
sensitivity and specificity.

Most important predictors included variables measured shortly after disease diagnosis, as well
as variables reported at the 3-month follow-up (that is, during treatment; see Figure F3). They
comprised life-style characteristics (at least moderate, regular exercise), trait resilience and
other psychological characteristics presumed to be associated with illness adaptation,
emotional status of the patient (particularly on month 3), and specific, illness-related physical
symptoms. In addition, three biological variables ranked among the important predictors:
thrombocyte count, NLR, and serum creatinine levels (although the latter did not vary
significantly between groups; see Table Fll).

Descriptive statistics of the selected continuous variables are shown in Table Flll, whereas
group data on exercise at MO, which also emerged as an important predictor, is shown in Table
FIV. As expected, the Stable Mental health group reported significantly lower symptomatology
and better global QoL at both MO and M3 (p<0.001). Basic sociodemographic characteristics of
the two groups are listed in Table FIV.

Results were compared with the output of a reference model using logistic regression.
Variables were force-entered into this model if their association with the dependent
(categorical) variable approached significance (p<0.1). In total, 38 variables met this criterion
and the model represented a good fit to the data, X?(38) = 133.75, p<0.001, R = 0.599. The
logistic function achieved very high specificity (97%) and considerably lower sensitivity (56%).
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Table FI. Model performance predicting M12 mental health and QoL deterioration according to the proposed ML-
based pipeline and the RF estimator (values are means + SD).

Model 1 Model 2 Model 3 Model 4
Outcome Ml:el\;lf:tal M12 Mental Health M12 Global QoL M12 Global QoL
Predictors MO & M3 All MO & M3 variables MO & M3 All MO & M3
variables variables variables
(excluding HADS (excluding HADS
and Qol indices) and QoL
indices)
Accuracy 0.746 £ 0.03 0.840+0.11 0.671 +0.02 0.759 £ 0.19
Balanced accuracy 0.710+0.14 0.786 £ 0.06 0.622 +0.04 0.791 £ 0.02
Sensitivity 0.746 £+ 0.03 0.840+0.11 0.671+0.02 0.759 £ 0.02
Specificity 0.759 £+ 0.03 0.858 £ 0.13 0.701+0.12 0.740 £ 0.02
AUC 0.789 £ 0.04 0.876 £ 0.05 0.775+0.06 0.832£0.03
F1 0.400%0.13 0.533+0.10 0.385+0.04 0.571+£0.03
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Figure F2. Receiver Operating Characteristic Curve for discriminating between Deteriorating and Stable-Good
Mental health groups through M12 using all available variables registered within 3 months post-diagnosis (Model
2 in Table FI).
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Figure F3. The selected features for Model 2 in Table FI ranked according to their relative importance for
prediction of mental health change between MO and M12. MO indicates variables assessed at baseline and M3

variables assessed at M3.
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Table Fll. Cancer-related characteristics at MO and M3 measurement waves by mental health change group.

Mental Health Status (diagnosis to Stable-Good Deteriorated P value
month 12) (n=326) (n=50)
Cancer stage 0.4
| 53.0 47.1
I 39.0 43.1
11 8.0 9.8
Molecular tumor characteristics
Luminal A 77.6 68.0 0.3
Luminal B 10.0 12.0
Triple negative 5.0 12.0
HER2 enriched 3.8 6.0
Thrombocytes (x103/mL)? 267.7 (67.4) 244.9 (51.1) 0.027
Creatinine (mg/dl)? 66.7 (10.1) 68.5(12.4) 0.2
NLR? 0.60 (0.20) 0.73 (0.21) <0.001
Surgery
...Mastectomy 22.7 30.0 0.3
...Lumpectomy 77.3 70.0 0.3
Chemotherapy 50.9 42.0 0.3
Adjuvant 36.9 29.3 0.3
Neoadjuvant 13.1 22.2
Endocrine therapy 87.2 78.0 0.1
Anti HER2 treatment 16.7 18.0 0.8
Radiotherapy 83.2 68.2 0.02
Hospitalization by M3 9.2 10.6 0.4

Values are percentages with the exception of variables marked by'. NLR: Neutrophil to leukocyte ratio.
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Table FlIl. Psychosocial characteristics that optimally differentiate patients who displayed stable-good from those
who showed deteriorating mental health according to Machine Learning Models 2 and/or 1.

Mental Health Status (diagnosis to Stable-Good Deteriorated P value
month 12) (n=326) (n=50)

Measured at baseline

Manageability (SOC)*?2 21.2 (3.5) 18.1 (4.0) <0.001
Negative Affectivity (PANAS)? 1.6 (0.5) 1.9 (0.6) <0.001
Coping with Cancer (CBI)*2 7.5(0.9) 6.9 (1.2) <0.001
Trait Resilience®? 3.0(0.5) 2.7 (0.7) <0.001
Forward (PACT)12 5.4 (0.9) 5.1(1.0) 0.017
Future Perspective®? 60.4 (25.0) 42.7 (30.9) <0.001
Optimism (LOT)2 2.9 (0.6) 2.5(0.6) <0.001
Trauma (PACT)Y? 5.4 (0.8) 5.1 (0.8) 0.006
Meaningfulness (SOC)?! 23.6 (3.3) 21.6 (4.1) <0.001
Mindfulness (MAAS)? 4.5(0.7) 4.2 (0.8) 0.008
Comprehensibility (SOC)? 21.7 (3.6) 19.9 (4.3) 0.002
Arm symptoms (BR-23)? 11.1 (15.9) 21.3(22.0) <0.001
Flexibility (PACT)12 10.2 (1.7) 9.8 (2.0) 0.01
Positive Emotion Regulation 3.4(0.7) 3.3(0.7) 0.1
(CERQ)?
HADS Anxiety? 5.2 (2.8) 7.3 (2.5) <0.001
HADS Depression 2.5(2.1) 4.4(2.2) <0.001
Global QoL 78.5 (15.6) 69.2(19.7)  <0.001
Measured at month 3
Negative Affectivit